
This module offers a very brief introduction to the lavaan R package 

for SEM. The assumption here is that the user 
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The use of R is so wide-spread at this point and there is so much 

information for getting started I simply direct the reader to some of this 

material. 

 

The Main Page for R: http://www.r-project.org/ 

A Wiki for getting started: 

http://scs.math.yorku.ca/index.php/R:_Getting_started_with_R 

Quick-R resource:http://www.statmethods.net/ 
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Note that we recognize that there are several good software packages 

for SEM. The modules on Model Specifications and Estimation 

Methods provide discussions of alternative software packages. I am at 

present teaching using R and R-based implementations because they 

are free for users and R is widely used amongst natural scientists.  
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I will initially focus on how to do SEM using lavaan for simplicity. 



It is useful to visit the lavaan homepage for information and resources. 
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Only a very minimal use of R is required to work in lavaan. 

The data file will be provided along with this tutorial. 
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Here we have a model that represents the idea that x1 affects y3 

indirectly in the model through y1 and y2. This could be called a “full 

mediation” model because effects of x1 on y3 are fully mediated or 

conveyed through y1 and y2.  
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The module “SEM Essentials - Summary Points” presents a multi-step 

outline of the modeling process. Here we illustrate just Model 

Specification and Estimation using lavaan. 
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You will find the basic specifications in lavaan quite simple. Because it 

is syntax-based procedure, however, you will want to keep a visual 

representation of your models handy for keeping track of the causal 

logic of various versions of the model. 
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Specifying a model simply involves an equation for each response 

variable in the model. 

The “sem” function is used to “fit” the model. This process creates a 

“fit object” from which summary and other information can be 

extracted. 
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Lavaan is fussy about data scales, since they impact the internal matrix 

manipulations. This seems to vary from version to version with lavaan, 

though lavaan will let you know if it has a problem with your data. 
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The information we obtained about variances helps us to appropriately 

recode the variables. We may need this information later to decode 

things (though often that is not important unless one wants to talk 

about raw units). 
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Here are some of the results generated by the “summary” command. In 

the next two slides we zoom in on these results. First we will look at 

the model fit information at the top, then the estimates table at the 

lower part of the page. 
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Convergence is necessary, so good to see it was successful. 

The “Minimum Function Test Statistic” is a long way of saying what is 

usually called the “Model Chi-square”. 

The “Degrees of freedom” represents the number of paths omitted from 

the model. These provide us with a capacity to test the architecture of 

the model. 

The P-value refers to the probability of the data given our model. In 

this case the probability is very low, suggesting our model is 

inconsistent with the data and changes will need to be made. 

Interpretation of this information is discussed in a later section. 
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“Estimates” refer to parameter estimates. These are the coefficients for 

the equations. We can assign names to the parameters. Lavaan uses the 

string ‘y1 ~ x1” as the label for the parameter whose value is 0.400. 

Since the estimates are arrived at through maximum likelihood 

methods we get a “Z-value” instead of a “t-value”. 

Note that the estimates of “Variances” are actually error variances. 

Recall that error variances were discussed in the module “SEM 

Essentials – Model Anatomy”. 
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